
 
 

 
Journal of Nonlinear Analysis and Optimization  

Vol. 15, Issue. 1 : 2024  

ISSN : 1906-9685 

  
 

 

 

FUSION OF TEXTURAL AND VISUAL INFORMATION FOR MEDICAL IMAGE 

MODALITY RETRIEVAL USING DEEP-LEARNING BASED FEATURE ENGINEERING 

 

CH. KRANTHI KUMAR, Department of Information Technology, NRI Institute of Technology, 

Pothavarappadu (V), Agiripalli (M), Eluru (Dt)-521212 

K. PAVAN KUMAR, Department of Information Technology, NRI Institute of Technology, 

Pothavarappadu (V), Agiripalli (M), Eluru (Dt)-521212 

B. RAM GOPAL Department of Information Technology, NRI Institute of Technology, 

Pothavarappadu (V), Agiripalli (M), Eluru (Dt)-521212 

U. NITHIN KUMAR Department of Information Technology, NRI Institute of Technology, 

Pothavarappadu (V), Agiripalli (M), Eluru (Dt)-521212 

 

Abstract: 

In order to improve medical image modality retrieval, this work investigates the merging of textural 

and visual data using deep learning-based feature engineering techniques. Finding pertinent images in 

the field of medical imaging based on the modality (such as X-ray, MRI, or CT scan) is essential for 

clinical diagnosis and therapy planning. But traditional retrieval techniques frequently depend on hand-

crafted features, which might not adequately capture the intricate patterns found in medical photos. 

We suggest a unique method that uses deep-learning-based feature engineering to extract 

discriminative features from the visual and textural domains in order to overcome this difficulty. Our 

technique seeks to enhance the precision and effectiveness of picture modality retrieval tasks by 

merging textual metadata related to medical images with their relevant visual representations. We show 

the efficacy of our proposed approach in enabling more precise and contextually relevant medical 

image retrieval based on their modality, thereby improving clinical decision-making processes and 

patient care, through thorough experimentation and evaluation on a variety of medical image datasets. 

 

1.Introduction 

Deep learning is a machine learning approach that teaches machines how people think and behave. 

Deep learning models are capable of surpassing human performance with their state-of-the-art 

precision. A neural network architecture with numerous layers and a substantial amount of labelled 

data is used to train the model. A neural network is used in the "Posture Scrutiny Using Deep Learning" 

study to extract information from a webcam-captured face. Neural networks are collections of 

algorithms that aim to replicate the structure and interrelationships of a given set of data by simulating 

the functions of the human brain. From this perspective, the neural network can be thought of as a 

system of artificial or organic neurons. With its origins in artificial intelligence, the idea of neural 

networks is quickly gaining traction in the creation of trading systems. A "Convolutional Neural 

Network (CNN)" is used in this research to record facial features. Using deep fusion models, this 

research suggests a novel method for retrieving medical image modalities. The technique uses deep 

learning-based feature engineering to merge textural and visual data. We show that our approach may 

effectively improve the accuracy and efficiency of modality-based image retrieval through extensive 

trials on a variety of medical image datasets.In this work, we investigate how deep learning-based 

feature engineering can improve medical image modality retrieval by fusing textural and visual 

information. Compared to conventional retrieval techniques, our suggested solution performs better by 

fusing textual metadata with the visual qualities of medical images. This research explores different 

fusion tactics for medical image modality retrieval that are based on deep learning techniques. Our 

approach combines visual and textural data at several abstraction levels to produce reliable and 
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accurate retrieval results across a broad spectrum of medical imaging modalities.We provide a novel 

framework for medical picture modality retrieval that combines textural and visual information using 

convolutional neural networks (CNNs). We illustrate the effectiveness of our method in capturing 

salient information and enhancing retrieval performance through comprehensive tests and analysis [1-

19]. 

 

2. Proposed System 

The goal of the suggested method is to improve the accuracy and efficiency of modality-based picture 

retrieval while overcoming the drawbacks of current systems by fusing textural and visual information 

using deep learning feature engineering. Our approach aims to tackle the issues related to restricted 

feature representation, computational complexity, and manual annotations by utilising advances in 

deep learning algorithms and feature engineering. Our suggested strategy is based on the integration 

of medical picture textural metadata and visual qualities using methods for feature extraction based on 

deep learning. Our intention is to utilise recurrent neural networks (RNNs) in conjunction with 

convolutional neural networks (CNNs) to automatically extract discriminative features from the 

imaging and text domains. 

2.1Advantages of proposed system 

1.Because the system can now more accurately distinguish between various imaging modalities and 

retrieve pertinent images based on particular clinical requirements, retrieval accuracy is improved. 

2. The suggested method does not require human feature engineering or preprocessing to handle a 

variety of medical image formats, such as X-ray, MRI, CT, and ultrasound scans. 

3. By enabling more precise and effective medical picture retrieval according to their modality, the 

suggested system can boost clinical decision-making procedures and better patient outcomes. 

2.2 Modules 

The purpose of pre-processing is to enhance the image's quality for more effective analysis. 

Preprocessing allows us to improve some qualities that are essential for the specific application we are 

working on and reduce unwanted distortions. These features could change depending on the 

application. The actions performed to format images prior to their usage in model training and 

inference are known as image preprocessing.This covers resizing, aligning, and colour adjustments, 

among other things. Preprocessing images can help speed up model inference and reduce training time. 

Reducing the size of input photographs can greatly speed up model training without appreciably 

affecting model performance, especially if the images are quite large. Pixels make up every image. 

And there will be some intensity in every pixel. We can determine if a pixel is white, black, or 

something in between based on its intensity. An image's histogram shows the relationship between 

intensity and the quantity of pixels with a given intensity. For instance, a dark image will contain a 

large number of black pixels and a small number of white pixels. A histogram is a type of graph that 

is used to represent that. Because of patient motion, CT images, which are typically acquired as 

separate scans, may show misalignment. These images may be impacted by a number of artefacts, such 

as motion artefacts in PET scans and metal artefacts in CT scans. To ensure that two images are 

spatially aligned, image registration is utilised. In order to address the distortions and enhance image 

alignment, the author employed the SyN function. The SyN function combines CT anatomical data 

with PET metabolic activity. It creates the images via a forward transformation. The degree of 

similarity between the source and target images is determined by a similarity metric. The author used 

picture augmentation techniques to improve model generalisation, decrease overfitting, and grow the 

dataset. The image sizes are varied by the application of geometric adjustments. To imitate patient 

orientation variations, the photos are rotated 30, 60, 90, and 120 degrees. The photos were flipped in 

order to produce anatomical variances. Tissue shape and location can be altered by applying elastic 

deformation. Synthetic lesions are incorporated into diseased state simulations using the 

superimposition approach. It aids in assessing how well the model can categorise different kinds of 

LC. Data Preparation: Prepare the dataset by splitting it into training, validation, and test sets. 

Preprocess the images by resizing and normalizationModel Configuration: Create a VGG16 model 

using TensorFlow or PyTorch. You can choose to use a pre-trained model or train from scratch.Model 

Compilation: Compile the model with an optimizer, loss function, and metrics. For image 
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classification, common choices are categorical crossentropy and the Adam optimizer.Training: Train 

the model on the training data using the fit() method. Specify the number of epochs and batch 

size.Evaluation: Evaluate the model on the validation set using the evaluate() method to assess its 

performance.Prediction: Use the trained model to make predictions on new data using the predict() 

method. 

2.3 ARCHITECTURAL DIAGRAM 

An architecture diagram is a graphic depiction of every component that comprises a system, either 

entirely or in part. Above all, it facilitates understanding of a system or app's layout for engineers, 

designers, stakeholders, and other project participants. 

 
Figure.1. Architecture diagram 

2.4DATA FLOW DIAGRAMS 

The acronym for a data flow diagram is DFD. DFD represents the data flow of a system or process. It 

also provides information on each entity's inputs, outputs, and the process itself. There are no loops, 

control flows, or decision rules in DFD. A flowchart can illustrate specific operations based on the 

type of data. There are various ways to represent a data flow diagram. Among the modelling techniques 

used in structured analysis is the DFD. Data flow diagrams are widely used because they make the key 

data and actions in software-system processes easier to see. A data flow diagram (DFD) shows how 

information moves through a system or process. It displays data inputs, outputs, storage locations, and 

the paths between each location using well-defined symbols like rectangles, circles, and arrows 

together with brief text labels. 

 
Figure.2. Data flow diagram 

2.5 UML DIAGRAMS 

It is the all-purpose modelling language that is employed to show the system. The software industry 

uses this graphical language as a standard for business modelling as well as for defining, visualising, 

building, and documenting the software system artefacts. 

2.6 CLASS DIAGRAM: 
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A static diagram is the class diagram. It depicts an application's static view. The class diagram is used 

not only to build the executable code of a software programme but also to visualise, describe, and 

record many parts of a system. A class diagram delineates the characteristics and functions of a class 

together with the limitations placed upon the system. Since class diagrams are the only UML diagrams 

that can be directly transferred to object-oriented languages, they are frequently employed in the 

modelling of object-oriented systems. A collection of classes, interfaces, affiliations, partnerships, and 

constraints are displayed in a class diagram. Another name for it is a structural diagram. 

 
Figure.3.Class diagram 

2.7 USE CASE DIAGRAM 

The system's functionality is represented in the use case diagram. Use cases highlight how the system 

behaves when viewed from the outside. Actors are outside parties who communicate with the 

system.The "user model view" takes into account both the problem and the solution from the 

perspective of the people whose problems the solution is meant to solve. The view outlines the owners 

of the problems' aims and objectives as well as the solutions they seek. It is constructed of "use case 

diagrams" in this approach. These schematics show the capabilities that external integrators can access 

from a system. Actors, use cases, and their relationships are depicted in these diagrams. 

 
Figure.4.Use case diagram 

2.8 SEQUENCE DIAGRAM: 

The primary purpose of a sequence diagram is to display item interactions in the order in which they 

occur. Sequence diagrams are often assumed to be only for developers, much like the class diagram. 

Sequence diagrams, on the other hand, can be a helpful tool for business staff members of an 

organisation to explain how different business objects interact and how the business is now run. A 

business-level sequence diagram can be used as a requirements document to convey needs for a future 

system deployment in addition to recording an organization's existing activities. Analysts can elevate 
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use cases to a higher degree by offering a more formal level of refinement during the requirements 

phase of a project. Use cases are then frequently further developed into one or more sequence diagrams. 

 
Figure.5.Sequence diagram 

2.9 ACTIVITY DIAGRAM 

An additional crucial UML diagram for describing the system's dynamic elements is the activity 

diagram.An activity diagram is essentially a flowchart used to show how an activity flows from one to 

the next. One could refer to the activity as a system operation.One action to another is drawn into the 

control flow. This flow may occur concurrently, forked, or sequentially. Activity diagrams include a 

variety of elements, including join, fork, and others, to handle various forms of flow control. 

 
Figure.6.Activity diagram 

2.10 COMPONENT DIAGRAM 

There are differences in the nature and behaviour of component diagrams. To represent a system's 

physical components, component diagrams are employed. What are these physical aspects, one could 

ask? The components that live on a node, such as executables, libraries, files, documents, etc., are 

referred to as physical aspects.The arrangement and connections between the various parts of a system 

are shown using component diagrams. Executable systems are also created using these diagrams. 

 
Figure.7. Component diagram 
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2.11. DEPLOYMENT DIAGRAM 

The goal of the diagram is explained by the term "Deployment" itself. The hardware components where 

software components are delivered are described using deployment diagrams. Diagrams of 

components and deployments have a lot in common. Deployment diagrams illustrate how the 

components are deployed in hardware, while component diagrams are used to describe the 

components. UML is primarily intended to concentrate on a system's software artefacts. These two 

pictures, however, are unique illustrations that highlight hardware and software components. While 

deployment diagrams are designed to focus on a system's hardware layout, most UML diagrams cover 

logical components. System engineers use deployment diagrams. 

 
Figure.8. Deployment diagram 

 

3. Results and Discussion 

 
Figure.9. Train Dataset 

 

 
Figure.10.Test Dataset 
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Figure.11. valid Dataset 

 

 
Figure.12. vgg16_model.h5 

 

 
Figure.13. EfficientNetB3_model.h5 

 

4. Conclusion 

In conclusion, a major development in the field of medical imaging has been made with the 

combination of textural and visual information for medical image modality retrieval utilising deep 

learning based feature engineering. By combining creative fusion techniques with deep-learning 

architectures, our method provides a possible answer to the problems with traditional modality-based 

picture retrieval techniques. Our approach intends to increase modality retrieval tasks' accuracy, 

efficiency, and interpretability by utilising the rich information stored within textural metadata and 

visual characteristics of medical images. This will ultimately improve patient care outcomes and 

clinical decision-making processes. In order to fully explore the potential of deep-learning based 

feature engineering in medical imaging modality retrieval, more research and development activities 

are necessary. Subsequent research endeavours could concentrate on enhancing fusion methodologies, 

refining model architectures, and verifying the system's efficacy in various clinical contexts and 

imaging modalities. Additionally, to guarantee the proposed system's practical usability and 

incorporation into actual clinical workflows, partnerships with stakeholders and healthcare experts 

would be crucial. We can raise the bar for medical image retrieval and contribute to the continuous 

change in healthcare delivery by keeping up with innovation and improving our strategy. 
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